SANDBOXING THE AI ACT
Testing the AI Act proposal with Europe’s future unicorns
In our manifesto for the current legislative term, A stronger digital Europe, we emphasised the need for agile and mission-based policies. We stressed the importance of clear policy goals, agile policy-making processes, and multi-stakeholder engagement through regulatory sandboxing. The outcomes presented in this report align with our commitment.

Participants in the sandbox appear genuinely committed and positive to the need for AI regulation and appreciate the clarity of rules and not least the need for applicable standards in the market. The main worries are a slow-down of European innovation, investment and market share for EU companies and a gap in operational interpretation and understanding of risk categories. Further, liability exposure has created challenges and the cost of compliance remains a significant concern, but its full extent cannot be accurately determined at this stage.

Another notable issue highlighted is the lack of existing standards, and consequently uncertainty about what formal harmonised standards will ensure compliance. Participants also show that achieving compliance will be a time-consuming process, which for many will exceed 12 months after the finalisation of technical standards.

Considering the global nature of the AI industry, the impact of the AI Act on international competitiveness is a pressing concern. Some worry that the implementation of the AI Act may hinder their ability to work with high-risk AI models in Europe and deter international investors.

The Sandboxing exercise has revealed discrepancies in compliance distribution across EU member states. Participants perceive that countries with robust governance and regulatory systems may be better equipped to manage compliance and harmonisation.

This exercise underscores the importance of incorporating sandboxing into the fabric of the EU’s better regulation principles. By engaging in agile policy-making processes, we can boost responsible AI deployment through private public collaboration, while ensuring Europe remains at the forefront.

I extend my gratitude to all the participants who contributed their insights, as well as the dedicated teams involved in organising this sandboxing initiative. Together, we can shape a future where Europe’s digital landscape thrives, driving economic growth and societal benefits while upholding the highest standards of ethics and accountability.

Cecilia Bonefeld-Dahl
Director General
DIGITALEUROPE
The findings in this report are based on in-depth interviews conducted between 2 March and 20 April 2023 with 9 European start-ups and SMEs. All companies were selected by DIGITALEUROPE as nominees of the Future Unicorn Award, and for being organisations that build and develop artificial intelligence (AI). Participants were from 8 European countries, mostly represented by CEOs. The full list of participants is available on the acknowledgments page.

The aim of this project was to investigate participants’ compliance and market strategies with respect to the proposed AI Act, including its impact on their business and the wider business landscape more generally.

The following topics were covered:
- Familiarity with the AI Act proposal
- Familiarity with AI standards and the system of European harmonised standards
- Compliance impact
- Business impact
- Implications of the proposed AI Act for organisations

The interviews were run by an experienced Savanta moderator team, the discussion was recorded and transcribed for analysis.

Note: The quantitative data presented in this report is not representative of the target population (tech sector in the EU) due to the limited size of sample (N=9), and should therefore be treated as indicative only.
Executive summary

This report summarises the findings from a pre-regulatory sandbox with 9 European start-ups and SMEs.

Participants in the sandbox have generally expressed cautious optimism about the need for AI regulation. However, the sandbox has highlighted numerous areas where improvements and further reflection are necessary in order for participants to be able to comply and measure the impact of the proposed AI Act on their business operations.

Notably, our AI Act sandbox has highlighted that:

**2/3**

A majority (two-thirds) of participants only have basic knowledge of the requirements and cannot fully understand their market implications. Many participants lament a lack of clarity as to which risk category their product falls into, the applicable technical standards, and their liability exposure. The cost of compliance is expected to be the main driver of financial impact, but the full extent of this cost cannot at present be calculated.

**12+**

Half of participants expect compliance to take 6-12 months, while others expect more than 12 months once all the aspects, including the applicable technical standards, are finalised.

Participants expect compliance will be unequally distributed across the EU, generating further discrepancies between Member States with strong governance and regulatory systems, such as Germany, the Netherlands or Scandinavian countries, and the rest of Europe.

When it comes to third countries, some participants expect the AI Act to give them a competitive advantage compared to non-European providers, whilst others think this won’t be the case. For them, implementation of the AI Act is likely to make it more difficult to begin working with high-risk AI models in Europe. These participants are particularly worried international investors will shy away from funding high-risk European AI companies, and would consider moving to other geographies where they currently operate in this scenario.

In light of these findings, we put forward six key recommendations to ensure the upcoming AI Act and its regulatory sandboxes can create the right level of compliance and competitiveness for European companies:

1. There should be no regulation without a plan for investment, or the EU risks falling behind.
2. The proposal needs more clarity on scope. This has only become more important given late discussions on general-purpose systems, which might bring more companies into scope than originally envisaged in the Commission’s proposal.
3. The existence of harmonised standards by the time the AI Act enters into application will be key to provide companies with clarity as to their exact obligations and implementation strategies.
4. There should be a focus on the international level to align on standards and terminologies. For many participants the US market is key. The EU-US Trade and Technology Council is an excellent place to start.
5. Gradual implementation and practical support will be key for SMEs. More funding and resources should come from the EU for compliance, including to make sandboxes easily accessible to a wide range of businesses.
6. The AI Act should allow for modifications down the line – there should be a continuous sandboxing approach, focusing on adapting the text in the long run based on practical experience rather than purely aimed at compliance.
FAMILIARITY WITH THE AI ACT AND AI STANDARDS
A majority of participants interviewed have only basic knowledge about the proposed AI Act. The majority – around two-thirds – sit between ‘unfamiliar’ and ‘somewhat familiar.’ Whilst they know the AI Act is being set out in time, they will have to work closely to ensure compliance. They display a rough understanding of the direction the AI Act is likely to take them in. However, there is more that needs to be done to ensure all businesses are fully aware of the potential impacts the final text may have on their operations once implemented.

The definition of AI is extensive and vague. This is due to the AI Act being a general regulation, and not case specific as other instances. It is not clear how and to what extent different use cases can adapt to and comply with it.

Several participants are unclear on some of the thresholds between the different levels of risk, and are unsure what this classification means for the variety of AI-fuelled products they develop and use. Some participants stress the possible negative impact of the AI Act on innovation within the EU, which can be serious given that AI is the technology the next industrial revolution will be built upon. Given the current industry aggregation movement and concerns about monopolisation of AI, they feel that the EU is at risk of missing out on AI R&D, with the result of not being able to compete and becoming completely dependent on other geopolitical entities.

Despite an acknowledgment that new legislation is needed to provide protection and best use of AI-powered technology, participants have signalled the AI Act is too broad and doesn’t offer a true sense of scale in terms of how companies will approach and comply with it.
In addition, some participants mention uncertainty around the enforcement of the rules, as well as about how they will be integrated into current risk-management processes of AI solutions under different EU legislations. In addition, some participants operating globally are worried that complying with the AI Act, in addition to other AI-related regulations, will pose a challenge when deploying technology applications across various regions worldwide.

At the same time, many participants acknowledge the EU’s effort in putting forward standards related to AI and, by doing so, recognising the importance of ethical AI. Participants appreciate the fact this horizontal legislation will reduce fragmentation within individual Member States, setting a level playing field within Europe and avoiding uncertainty which can be detrimental to business and investment. Generally, participants are supportive of sandbox exercises and think there is a clear need to use them to ensure everyone interprets the AI Act in the same way.

1.3. Compliance with relevant standards for development and use of AI

Most participants do not use any standards specifically for the development and use of AI. They stress there is currently no comprehensive source to consult in relation to development and use of AI, at EU or international level.

This highlights challenges particularly for smaller companies due to lack of resources associated with building internal standards or certifications. Many mention there are a plethora of guidelines and practices, and those interested need to do research into all sources available to build internal standards within their company.

Four participants mention specific standards and/or information sources they use in relation to R&D of AI such as the ALTAI assessment, the AI HLEG ethics guidelines for trustworthy AI, standards for responsible AI issued by specific countries, private companies or local regulatory authorities. In addition, compliance with specific ISO standards around information security is mentioned by a few participants.

1.4. Familiarity with the system of harmonised standards and their application to the use of AI

The majority of participants interviewed are unfamiliar with the system of European harmonised standards and how it applies to the use of AI.

Those who are aware of harmonised standards are either heavily involved in this sector, e.g. by being part of specific industry committees or interest/working groups who share knowledge on standards, or have a solid understanding of the legislative acts thanks to their background in law or regulation.

1.5. Familiarity with the system of harmonised standards and their application to the use of AI

Participants display interest in taking part in European standards organisations to develop harmonised standards for AI. However, most participants have no or little experience of industry committees or interest/working groups on standards, and lower capacity to influence this area as opposed to larger companies. There is work to be done to ensure participation is user-friendly and open to all.

The EU from the outside is often seen as a single market, but actually we’re still looking at the 27 independent states often with very fragmented laws. It still is often the case that there are some bits and pieces here and there that you have to consider when doing business locally. So, from our side, from a business that is operating globally, we do appreciate first and foremost less fragmentation. Having as uniform a rule as possible is good.

Aleksander Tsuiman
Veriff
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2.1. Readiness to comply with the AI Act

The sandbox was not able to provide definitive answers as to whether participants are ready to conform with the AI Act requirements, given that the text is still not finalised. As mentioned previously, the proposal is considered vague and uncertain by some participants. It will take some time to translate the requirements of the final AI Act into specific actions and understand what processes, tools and solutions need to be implemented.

Some areas related to compliance that lack clarity are:

- Who is responsible to be compliant with what and to what extent? Namely what response is expected from companies with different roles, e.g. platform supplier vs. platform builder, and whether there will be joint responsibilities in the AI creation process.

- Where liability lies.

- What specific requirements regarding societal and environmental impact? The current requirements are seen as vague and in part driven by how customers deploy AI solutions.

- How to measure bias and what data quality requirements are.

Two participants who have more experience in internal compliance processes and certifications have a better understanding of the AI Act’s key principles and are more confident in saying they are ready to comply with them.

However, views on compliance depend on the perceived level of risk companies think they would fit into. Those who consider their AI solutions to be minimal or limited risk have no particular fears in regards to compliance, whilst those probably classified as high risk are particularly nervous about this subject. One participant had to reassess its previous opinion that its AI solutions would not classify as high risk.

Two participants pointed out that whilst AI solutions can be designed to keep human oversight to be able to intervene, the unpredictability of AI systems will probably lead to unexpected results and/or errors. This particular rule combined with regulatory uncertainty and the risk of not being compliant might lead to a delay in AI innovation projects in Europe. One suggests it would be more suitable to focus on the companies being able to explain the results of AI models.

2.2. Resources required for compliance with new legal requirements of the AI Act

Companies foresee the need of assistance with two key areas related to compliance with the AI Act, namely:

1. Legal services provided by legal compliance teams/law firms; and
2. Additional resources to apply the new requirements into ways of working and R&D of AI applications.

Any internal resources dedicated to compliance are perceived as leading to time delays in R&D, and as having a negative impact on innovation driven by SMEs and start-ups in Europe.

One participant suggested the most important area will be technical assistance in terms of interpreting and implementing the requirements.

Two participants discussed the need for hiring people with a profile between compliance and data who will be able to decipher some of these regulations for software engineers. Some participants also foresaw the creation of middle layer companies/consulting firms who will offer certification support services.
2.3. Cost expectations for compliance with the AI Act and relevant standards

Whilst all participants agree there will be additional costs incurred from the AI Act, it is difficult to determine how high these will be due to the general lack of clarity associated with the final text.

Most participants expect those costs to cover overhead costs (e.g. quality manager of the standards, governance and risk manager) related to familiarisation with compliance processes and conducting AI conformity assessments. In addition, they expect there to be direct financial costs such as paying for a certification.

Again, participants suggest that the implications of additional costs will weigh heavier on SMEs and start-ups, for whom the biggest cost will not be monetary but the opportunity cost, i.e. assigning crucial company resource to compliance rather than innovation. As few participants pointed out, this may not only lead to loss of business, but to companies looking for other sources of revenue outside the EU.

There’s a lot of unclarity about [costs] as well. How extensive will that be? How many resources will that cost? Strategically, for us, we know that we are in a good place to build compliant, high-risk AI solutions. But obviously, if there is a very high post-production cost to it, it might be no longer beneficial.

Anita Prinzie
Omina Technologies

2.4. Time required for compliance with legal requirements of the AI Act

The timeframe needed to ensure compliance with the AI Act’s legal requirements is difficult to assess as it is not clear exactly what the requirements in the final text will be and what they will entail. As seen above, most businesses only have a basic understanding of what is included in the AI Act, and there is a lack of clarity about key points. The expected timeframe also changes based on the perceived risk category.

Half of participants expect to be compliant within 6 and 12 months, depending on what the exact legal requirements and finalised technical standards will be. Nevertheless, some expect the time needed to be at least 12 months by the time they will have put in place all of the changes and support that might be required.

Companies hope there to be a lead time before the AI Act becomes fully enforced to reflect the requirements in algorithm-building processes and future developments.
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3.1. Financial impact of the AI Act on businesses

The financial impact of the AI Act on the participants remains unclear. **Cost of compliance** is expected to be the main driver of financial impact, with some indirect costs potentially affecting supply chains and overall market distribution expected as well.

Participants anticipate different outcomes depending on their company’s nature, perceived level of risk, sub-sector and products, among other factors. For example, participants who believe they will unlikely be classified as high risk view the AI Act as a **necessary cost** that may even present business opportunities in the future. They expect the AI Act to present a competitive advantage when entering into international markets. On the other hand, high-risk companies foresee substantial costs that could hinder their innovation potential.

What is common to all participants is the desire for the financial impact to be minimal. However, many have said that until the text is finalised and operationalised, it is difficult to determine the exact costs they would face. There is a view that being more prepared at an early point will allow businesses to manage any costs. However, the majority will wait for the final legal text before starting full-blown compliance, which may otherwise result in duplication of efforts and costs if done too early.

3.2. Impact of the AI Act on international competitiveness

Whilst many participants agree that compliance with the AI Act could give European companies a competitive advantage, some mention this might be unequally distributed across the EU. Some countries, particularly those with strong governance and regulatory systems, such as Germany, the Netherlands or Scandinavian countries, tend to have stronger standards on privacy or transparency. Therefore, benefits compared to other countries when it comes to the implementation of the Act will be felt there.

One participant stressed the importance for smaller companies with limited resources and companies located in less well-prepared countries to have access to funding to ensure they can keep pace with the rest of the EU. This is an important consideration for maintaining a competitive landscape across the bloc.

Compliance with the AI Act can also help when looking at business opportunities outside of the EU, especially if the EU becomes a role model for other countries.

When comparisons are drawn with specific global markets such as the US, opinions are divided. Some say compliance with the AI Act will give extra points to European providers, whilst others think third countries will not take compliance with the AI Act into account in their decision-making.

Implementation of the AI Act is likely to make it more difficult to begin working with high-risk AI models in Europe due to increased complexity and barriers. This could negatively affect new start-ups that may have otherwise established themselves in Europe, as they may choose to relocate their operations elsewhere. If the AI Act makes the EU a less attractive destination for high-risk AI start-ups or innovation hubs, it may put investors off as a result.

The decision to move away might not come from companies themselves, but from their investors as a reaction to general uncertainty around the Act and its implications for specific profiles of companies - namely, high-risk. For companies with some operations in other geographies, those are the natural place they would relocate to in a worst-case scenario. And whilst moving operations to other markets is not an option for many, some say it is something they have been considering.

Nevertheless, the AI Act wouldn’t make well-established, low or no-risk organisations move away as they are committed to the EU and would still be subject to compliance with EU regulations if they were to keep a presence in the bloc. Moving business operations elsewhere isn’t seen as a practical move. However, a few companies would consider doing so if complying with the AI Act negatively impacted their accuracy or competitiveness, and if moving abroad provided greater freedom to innovate thanks to a different regulatory landscape.
3.3. Impact of the AI Act on companies’ reputation and customer perception

Overall, participants find that the AI Act may improve reputation and overall customer perceptions. For participants that support other businesses in being compliant, being ahead of the curve will ensure a competitive edge is maintained. According to many participants, the AI Act will impact positively on the reputation of vendors and is expected to create the need for trustworthy AI solutions, even for low-risk AI applications. Businesses are expected to prefer service providers that can provide an assurance label indicating that their AI systems perform effectively and that any potential risks have been reduced or eliminated.

Some participants voiced concerns about potential negative impacts of the AI Act on European companies’ innovation and reputation, as well as negative impact on the general investment climate if regulations are perceived as holding back progress.

According to some participants, current uncertainty surrounding the text (both the classification of companies and how the rules will be implemented) will likely decrease investment levels in the short term until regulations become clear, and whether investment levels will recover or remain subdued will depend on how manageable the requirements outlined in the final Act are and how much they are perceived to stifle innovation.

Many participants agree that even though interventions and regulations are necessary, there needs to be more careful consideration given to their implementation.

I’m pretty sure in the coming years, there will be a vast amount of AI start-ups popping up, especially thanks to ChatGPT. And the investor side usually does not go very deep into the tech. If we have any kind of standardisation or compliance of that regard that they’re doing something that is actually AI and working AI models and whatnot then I’m pretty sure it would be positive.

Martin Kambla
Timbeter

3.4. Impact of The AI Act on company’s reputation and customer perception

Overall, there is an agreement that regulation is necessary to establish trust, ethical use and responsibility in AI development, and that the AI Act will be beneficial in achieving this. It may force companies to optimise, adopt a better roadmap and strategy on the AI route. On the other hand, some participants think it will increase the cost of accessibility on most projects, making it more expensive for companies to meet requirements and targets.

According to many participants, the AI Act will impact positively on the reputation of vendors and is expected to create the need for trustworthy AI solutions, even for low-risk AI applications. Businesses are expected to prefer service providers that can provide an assurance label indicating that their AI systems perform effectively and that any potential risks have been reduced or eliminated.

This will be likely true not only for companies classified as high risk, but also for those seen as minimal or limited risk, and as such it could lead to a sector-wide change.

The main angle of concern is driven by the risks of non-compliance. There is little understanding at this point of the full extent of not being compliant. Businesses need to ensure they do not cause themselves reputational damage due to this.

Some participants voiced concerns about potential negative impacts of the AI Act on European companies’ innovation and reputation, as well as negative impact on the general investment climate if regulations are perceived as holding back progress.

According to some participants, current uncertainty surrounding the text (both the classification of companies and how the rules will be implemented) will likely decrease investment levels in the short term until regulations become clear, and whether investment levels will recover or remain subdued will depend on how manageable the requirements outlined in the final Act are and how much they are perceived to stifle innovation.

Many participants agree that even though interventions and regulations are necessary, there needs to be more careful consideration given to their implementation.

I’m pretty sure in the coming years, there will be a vast amount of AI start-ups popping up, especially thanks to ChatGPT. And the investor side usually does not go very deep into the tech. If we have any kind of standardisation or compliance of that regard that they’re doing something that is actually AI and working AI models and whatnot then I’m pretty sure it would be positive.

Martin Kambla
Timbeter
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