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 Executive Summary 

DIGITALEUROPE's membership fully supports the European 

Commission's efforts to strengthen the fight against child sexual abuse 

and exploitation in Europe. 

Our members have undertaken extensive work to fight child sexual abuse 

online, including developing specific technology that plays a key part in the 

detection, removal and reporting of this vile material.  Our members 

support law enforcement and civil society organisations and have forged 

important industry partnerships, such as the Technology Coalition, to 

facilitate the collective response against this crime.   

In developing a long term framework in the fight against child sexual 

abuse, it is important that European policymakers carefully consider how 

the strategy fits with the wider legislative framework and in particular the 

Digital Services Act proposal.  Policymakers should also use this as an 

opportunity to clarify how to effectively support both the need to keep 

children safe and the preservation of fundamental rights, like the right to 

privacy, and develop a framework that is able both to protect users 

(including children) and acknowledge individual rights to privacy. 

The fight against child sexual abuse and exploitation is a global fight that 

involves governments, law enforcement agencies, civil society, 

communities and, of course, companies. DIGITALEUROPE's members 

acknowledge their important role in this fight and take this responsibility 

seriously.  A well-rounded strategy needs to consider the role that 

everybody has to play in the fight against this crime and focus on how we 

can all better work together.  For example, the system should effectively 

http://bit.ly/2X8pBZz
http://www.digitaleurope.org/
https://www.technologycoalition.org/
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support the focus on detection with an equal attention to the importance of 

prevention and be complemented with more investment and support to 

law enforcement and a strong package of support for victims. 

DIGITALEUROPE is committed to the fight against child sexual abuse and 

exploitation and is looking forward to working with the EU Institutions to 

help design a framework in Europe that contributes to eradicating this 

egregious content from our services.    

To this end, we would like to outline - for your consideration - a few 

elements we believe are important in future legislation. 
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 Consistent application of existing rules 

DIGITALEUROPE agrees with the Commission that there is lack of consistency 

and coordination in the fight against child sexual abuse across Europe. Efforts 

are fragmented, duplicated, and/or insufficient in some areas, as shown in 

particular by the monitoring of the implementation of the Child Sexual Abuse 

Directive (Directive 2011/93). In particular, the Commission highlights that "the 

efficiency and effectiveness of Member States' efforts to assist victims of child 

sexual abuse is limited as they do not systematically make use of existing best 

practices and lessons learned in other Member States or globally".   

It is important to understand the lack of success in implementing the existing 

rules and, in particular, the barriers for Member States to transpose and 

implement the existing Directive. We need to avoid the risk of developing an 

additional framework that fails to address the underlying barriers to 

implementation that, in an attempt to solve this important issue, creates another 

layer of legislation that fails to dent the problem, and, worse, makes the problem 

even more difficult to solve.   

 Consistent and up to date definition of online child 

sexual exploitation and abuse 

The strategy offers a good opportunity for the European Commission to develop 

a consistent and up to date set of definitions of child sexual abuse that reflects 

the reality of the crimes we are trying to tackle. 

The Child Sexual Abuse Directive continues to talk about "child pornography", 

pornographic performance or child prostitution.  Organisations working with 

victims of child abuse have long advocated for that terminology to be abandoned 

as it equates what is effectively the sexual abuse of children with a legal 

voluntary practice, failing to recognise that children cannot consent to these 

activities.  Referring to child sexual abuse and exploitation or to child sexual 

abuse material is currently the preferred terminology as it reflects both the sexual 

and abusive nature of the crime.   

Further, there is growing recognition that in order to stop these crimes, we need 

to ensure that children are not groomed by adults for sexual purposes.  The 

definition in the Directive of solicitation of children for sexual purposes (Article 6) 

needs to be updated to reflect the current understanding of the process that may 

lead children to produce and share sexual material with abusive adults, plus 

recognition that the devastating effects of grooming can occur without an actual 

meeting. 
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Consistent definitions that reflect the current understanding of the nature of the 

crime will facilitate greater protection of children. 

 Proportionate regulation that encourages 

innovation 

Regulation should reduce barriers to innovation, improve existing detection 

technologies, and adoption of these technologies, particularly by smaller online 

platforms and services. Providing supportive mechanisms for companies to share 

best practices will also encourage engagement across a wider spectrum of 

services. 

Any framework should not proscribe which technology can be used and should 

account for both existing and emerging techniques to tackle abuse, such as 

using behavioural signals and traffic data in line with the evolving nature of the 

threat. 

The framework should also reflect the varied and dynamic nature of online 

communications so we would advise against a one-size-fits-all solution. 

Policymakers should consider the nature of the underlying service, users' 

expectations in using the service, especially around privacy, and the various 

features or facets of the service in any definition, carefully limiting and tailoring in 

ways that recognise relevant differences between services. 

DIGITALEUROPE urges the Commission to ensure that the framework takes into 

account important differences between services.  For example, cloud 

infrastructure service providers in particular act as an initial layer of foundational 

infrastructure and enable customers to build and run their own cloud-based IT 

systems which the latter then design, control and manage. The cloud 

infrastructure service providers cannot access or control specific pieces of 

content, only the customer has this technical ability. If a cloud infrastructure 

service provider were ordered to remove a specific piece of content, it would 

have to remove all the customer's data on that service, meaning that lawful 

content from other users would also be removed. 

 Focus on strengthening voluntary measures 

We disagree with the Commission's starting point that "current absence of legal 

obligations to detect and report child sexual abuse online results in a lack of 

clarity and certainty for the work of both law enforcement and relevant actors in 

the private sector".  Under the current voluntary system, DIGITALEUROPE 

members have invested heavily in developing state-of-the-art technology that has 

helped us detect and report an increasing amount of child sexual abuse images 

worldwide.  This progress has been made thanks to the strength of the current 
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system of voluntary measures which supports providers to detect content without 

fear of losing liability protections. 

In 2020, the National Centre for Missing and Exploited Children (NCMEC) 

received 21.7 million reports, a 28% increase compared to 2019.  Over 170 

companies reported content to NCMEC over this period1.  The volume and 

spread of reports has been made possible by the investment in technology and 

the commitment of our members to tackle child sexual abuse in their platforms.   

We recommend that the Commission focus its efforts on strengthening a system 

that encourages and does not penalise providers' voluntary efforts, consistent 

with the eCommerce Directive and the upcoming Digital Service Act. It should 

also strengthen the provisions that protect online platforms from liability and 

incentivise them to undertake certain proactive measures to protect users against 

illegal content. 

We understand that the Commission is considering a system for the mandatory 

detection of child sexual abuse material.  While obligations to detect known and 

even unknown CSAM can be seen as the solution to address inaction by some 

providers, these measures need to be considered as part of the wider regulatory 

framework, as it is currently being developed as part of the Digital Services Act 

and taking account of obligations in the General Data Protection Regulation and 

the Charter of Fundamental Rights.  A system that imposes the detection of 

CSAM on providers constitutes a radical departure from the principle of no 

mandatory general monitoring on providers. 

Further, in considering mandatory detection requirements for known CSAM, the 

Commission needs to consider how the system would work in practice. For 

example, how known CSAM would be defined, how hash information would be 

collected and shared across industry and how the system would be maintained 

and monitored. While companies have developed robust technology to allow 

hash matching detection, the wider infrastructure to detect known CSAM is not 

well developed and would need to be in place before any requirement is 

considered.   

There are questions of jurisdictional incompatibility and unintended 

consequences also to be assessed in relation to the introduction of mandatory 

requirements to detect known CSAM.  

The requirement to extend the obligation also to unknown material suffers from 

additional problems.  As it stands today, this requirement would be technically 

impossible for most companies.  The detection of not previously known child 

sexual abuse material relies on classifiers to help detect content that is likely to 

 

1 NCMEC (2021) 2020 Exploitation Stats 

https://www.missingkids.org/blog/2021/rise-in-online-enticement-and-other-trends--ncmec-releases-2020-
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contain child sexual abuse material that is then prioritised for human review.  

Even with the most sophisticated classifiers, large quantities of photos and 

videos would need to be checked by human reviewers to confirm that they 

contain child sexual abuse material.  This is beyond the capability of most small 

and medium-sized companies.   

 The role of the European Centre in receiving 

reports of child sexual abuse 

We support the Commission's proposal to strengthen the European infrastructure 

to fight against child sexual abuse and exploitation. The creation of a centre 

covering law enforcement, prevention and victim support at the EU level would 

be of high value in the fight against this crime. If sufficiently resourced, it could 

contribute to providing a coordinated response to what is by nature, a global 

crime. 

The Commission specifically sees a role for the centre supporting the mandatory 

measures under consideration, with the centre potentially receiving reports of 

child sexual abuse material from providers.     

In considering options for the centre and its role, the Commission needs to 

ensure that the proposed system does not undermine the existing processes for 

the reporting of CSAM currently in operation, with many companies globally 

reporting to the National Centre for Missing and Exploited Children (NCMEC).  In 

a world of limited resources, the Commission also needs to consider the impact 

of the different options on providers and institutional resources and how they can 

be deployed to maximise the protection of children.   

Over the years, NGOs, law enforcement, and providers worldwide have invested 

in making this system work in the fight against this global and borderless crime. It 

is often difficult for a provider to establish the geographic provenance of a 

particular CyberTip, for example where a victim or offender is located: the 

individuals sharing the content may be in different parts of the world, sharing 

collections involving children from all over the world.  

When NCMEC receives CyberTipline reports concerning child sexual exploitation 

incidents that originate from outside the United States, its primary goal is to make 

the report available to an appropriate law enforcement agency for further review 

and potential investigation so the child can be recovered and/or safeguarded. As 

stated in the NCMEC response to the Inception Impact Assessment, NCMEC 

has partnerships to provide CyberTipline reports via secure mechanisms to law 

enforcement agencies in more than 130 countries and territories worldwide. 

Every EU Member State receives CyberTipline reports either directly from 

NCMEC or through NCMEC's partnership with Europol.  In addition, NCMEC has 

https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12726-Fighting-child-sexual-abuse-detection-removal-and-reporting-of-illegal-content-online/F1384760
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a partnership with Interpol that enables sharing elements of CyberTipline reports 

with National Crime Bureaus (NCBs) in any country not covered by a direct 

connection with NCMEC. 

NCMEC has also invested in developing a robust infrastructure that enables 

companies worldwide to report child sexual exploitation incidents to the 

CyberTipline easily. Currently, several companies outside the US already utilise 

NCMEC's CyberTipline to report child sexual abuse content on their systems. 

In designing the European centre and its potential role for the reporting of CSAM, 

we urge the Commission to consider how to build on the existing well functioning 

system and avoid a situation where providers must duplicate efforts, which 

reduces efficiency, wasting limited resources and undercuts providers' efforts to 

combat this crime. It should also have regard to NCMEC's deconfliction service 

to prevent law enforcement from disrupting existing investigations.    

Further, the Commission needs to avoid creating a conflict of laws. For instance, 

US-established companies are legally required to report to NCMEC  when they 

become aware of CSAM on their platforms. Their ability to disclose contents in a 

CyberTip report elsewhere is proscribed by US statute. The US and EU would 

need to engage in a dialogue to ensure that any services would be allowed to 

disclose to a European centre without running foul of US law. Any requirement to 

report to a European based centre needs to take this into account.   

 The role for the European Centre in supporting the 

wider infrastructure 

The European Centre can play a key role in the fight against child sexual abuse 

and exploitation if designed to complement and build upon the existing 

infrastructure of NCMEC, the wider INHOPE network, related non-governmental 

organisations working on the prevention and support of child sexual abuse 

victims as well as Europol, national law enforcement and providers.  

In particular, the centre can, among other things, play a role as a centralised hub 

for: 

 sharing good practices to help the detection of child sexual abuse 

material;  

 collecting and sharing information on the prevalence of child sexual 

abuse in Europe;  

 coordinating victim identification efforts;  

 leading the prevention and education efforts and increase public 

awareness in the fight against child sexual abuse; and 
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 coordinating victim support and providing training and funding for those 

working with child victims.    

 Legal certainty for the processing of personal data 

According to NCMEC's figures, over the past two years, more than 5.3 million 

child sexual abuse images and videos reported to NCMEC originated from an 

offender in the EU, with over 95% of these images shared by EU offenders from 

an email, chat, or messaging service. 

The debate surrounding the introduction of the European Electronic 

Communications Code (EECC), which brings number-independent interpersonal 

communication services (NIICS) under the scope of the ePrivacy Directive, has 

highlighted the importance of providing an explicit legal basis to enable private 

communications services to tackle child sexual abuse and exploitation, including 

through processing traffic data.  

The proposed temporary derogation from certain provisions of the e-Privacy 

Directive for combatting child sexual abuse material online (the "interim 

derogation") is a good first step. Still, it needs to be designed in a way that 

provides legal certainty for providers to continue to voluntarily tackle child sexual 

abuse in the context of private communications.   

The proposed temporary derogation is, by design, interim, and as such, limited in 

time. The sector would benefit from greater clarity to continue to tackle the 

problem of child sexual abuse and reduce its prevalence in private 

communications. This needs to be done in a way that respects the privacy of 

users and victims, does not create additional barriers for providers that can 

discourage them from addressing this problem in the first place, and fosters the 

necessary innovation that plays such an essential part in the fight against CSAM. 

Additionally, legal clarity is needed for companies that are required to retain 

CSAM imagery for reporting to and preserving this content for law enforcement 

investigations.  

Finally, we caution against promoting CSAM detection solutions that could 

undermine strong privacy and security protections, including end-to-end-

encrypted  (E2EE) communications.  DIGITALEUROPE supports the importance 

of preserving E2EE to ensure private and secure communications that our users 

demand and expect, and that the UN has recognised as a fundamental 

component of free expression in the digital age2. At the same time, we are 

 

2 UN (2015) Report of the Special Rapporteur on the promotion and protection of the right to 

freedom of opinion and expression 

https://www.undocs.org/A/HRC/29/32
https://www.undocs.org/A/HRC/29/32
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mindful of our responsibility to tackle child sexual abuse and exploitation on our 

platforms. 

We want to engage with the EU institutions to develop a regulatory framework 

that effectively enables providers to protect children and uphold the privacy and 

security of all our users. End-to-end encryption is a vital tool to guarantee users' 

secure and confidential communications, including that of children, and its 

integrity should be safeguarded and not weakened. 

 

FOR MORE INFORMATION, PLEASE CONTACT: 
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About DIGITALEUROPE 

DIGITALEUROPE represents the digital technology industry in Europe. Our members include 

some of the world's largest IT, telecoms and consumer electronics companies and national 

associations from every part of Europe. DIGITALEUROPE wants European businesses and 

citizens to benefit fully from digital technologies and for Europe to grow, attract and sustain the 

world's best digital technology companies. DIGITALEUROPE ensures industry participation in 

the development and implementation of EU policies.  
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